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ABSTRACT  

Due to the exponential growth of online textual data  and the variety of its sources, there is a need to produce an accurate text 

summary with the least time and effort. Extractive multi-document text summarization methods are intended to automatically 

generate summaries from a document collection, covering the main content and avoiding redundant information. In this study, a 

new method for extractive multi-document summarization has been proposed based on the combination of supervised and 

unsupervised learning. Throughout the supervised learning, a set of seven features was extracted from each sentence in the 

document collection and introduces to the Extreme  Learning Machine (ELM), to distinguish between  important and unimportant 

sentences. A graph of important sentences was generated and assigned scores by the LexRank algorithm  during the unsupervised 

learning. The performance of the proposed method on the DUC-2002 dataset was calculated using ROUGE evaluation metrics. 

The proposed method achieved a 0.47472 ROUGE  for 200-word summaries and 0.54641 ROUGE for 400-word summaries. 

 Keywords: Summarization ,  Duc-2002 , Lexrank , Extreme Learning  Machine.       

______________________________________________________________________________________________

1. INTRODUCTION  

With the growing availability of online documents,  the volume of electronic documents on the Internet has increased with 

extraordinary speed [1].  This growth of information   made it very difficult for humans to take advantage of  information in its 

natural state. One way to attack this issue is by generating summaries [2]. Automatic Document Summarization (ADS) is a task of 

Natural Language Processing (NLP). ADS is the data science problem of creating a short, accurate, and fluent summary from a 

longer document or from a collection of documents. Summarization methods are greatly needed to consume the ever-growing 

amount of text data available online. 

 

 [3]. The main objective of an ADS system is to produce a summary  that includes the main ideas in the input document in less 

space and to keep repetition to a minimum.  Documents can be of  various types such as video, text and speech [4]. 

 

 Automatic Text summarization (ATS) deals with generating a summary of  text documents. ATS can be produced from a 

single document or multi document. Single Document Summarization (SDS) is The process of generating a representative 

summary from  the single input text, while Multi Document Summarization (MDS) is summary generated from two or more 

related text documents. MDS is more complicated than  SDS, for two reasons: information overload and redundancy. The 

redundancy occurs because the summarized documents share the same topics. Reducing redundancy produces a high-quality 

summary [5].  

 

  The technique of ATS can be classified into two major categories, abstractive and extractive. Abstactive summarization 

required deep understanding of NLP   strategies to analyze the sentences because several changes have to be made to the gist of 

the text.  It utilizes generative techniques which can create meaningful sentences and at the same time keep the semantics of the 

original text fed to them. Whereas the Extractive summarization is  relatively effortless, no  modification will be applied to the 

sentences that are embedded in the created summary [6]. In addition, summaries can  be generic or query-based. Most researchers' 

studies have  been on the basis of generic summarization. In generic summarization a whole sense of document content is 

presented without any prior knowledge. On the other hand, In the query- based summarization, where the information presented in 

it should have some relevance with a given query or topic  [7].  
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 The main contribution of this paper is the combination of supervised and unsupervised learning  for the MDS task by 

introducing  a new method for extractive generic MDS. Based on extracting seven features from each sentence in the document 

collection. ELM was used to classify the sentences as important or unimportant depend on the extracted feature set. In the next 

stage, the graph of important sentences was created and assigned scores using LexRank algorithm. 

 

2.RELATED WORK 

 Summary creation based on sentences or phrases scoring  is the most popular method in extractive summarization. There 

are three methods for scoring: Word scoring, sentence scoring and graph scoring [8]. In the word scoring methods a higher score 

is given  to the word based on its importance in the sentence such as the repetition  of the word in the text, places and proper 

nouns. In the sentence scoring methods several factors influence the importance of the sentences such as sentence length where 

sentence with larger size are considered more important than smaller one.  Also, sentences starting with terms like " 

Conclude","Finally" and so on are defined as significant sentences. In addition the position of the sentence in the text is an 

important factor to include the sentence in the created summary. Finally, graph scoring methods usually used in ATS as they 

provide very effective solutions [9]. 

 In 2015 Premjith et al. Use Maximum relevance and minimum redundancy for generic extractive multi document 

summarization. They proposed extracting four features for every sentence and suggest a metaheuristic optimization depend on 

solution population with multiple objective functions that take care of both statistical and semantic aspects of the documents[10]. 

In 2017  MirShojaee et al. A biogeography - based optimization algorithm (BBO), which is a  metaheuristic algorithm used for 

extractive text summarization. This method is tested on a set of Doc’s standard documents in 2002 and is analyzed using ROUGE 

software[11]. In 2017 Yasunaga employ a Graph Convolutional Network (GCN) on the relation graphs, with sentence embedding  

obtained from Recurrent Neural Networks as input node features. Through a multiple layer-wise propagation, Then a greedy 

algorithm applied to extract important sentences with less redundancy [12]. In 2018 Cesar et al. proposes two algorithms based on 

the hybridize  the metaheuristic of global best harmony search algorithm and the LexRank graph based algorithm called LexGbhs 

and GbhsLex. The system composed of two objectives functions coverage and diversity that must be optimized [13]. In 2020 

Jinming Zhao  Proposed  SummPip: an unsupervised method for MDS,  based on  converting the original documents to a sentence 

graph, taking both linguistic and deep representations into account, then apply spectral clustering to obtain multiple clusters of 

sentences, and finally compress each cluster to generate the final summary [14]. 

3.PRELIMINARY CONCEPTS 

In this section, the related backgrounds to the ELM and LexRank are described. 

3.1 ELM 

      In 2006 Huang et al. have proposed  a new learning algorithm Extreme Learning Machine (ELM). The proposed algorithm 

consists of Single hidden Layer Feedforward Neural Network (SLFN) When the hidden nodes selected randomly and the 

analytically determined the output weights [15]. Compared with other neural network algorithm, ELM has many advantages over 

the convergence speed and local optimization.  In later studies the algorithm developed to be more than one hidden layer. ELM is 

widely used in batch learning, sequential learning, and incremental learning because of its fast and efficient learning speed [16]. 

ELM has been used  in many applications such as text clustering[17], Bioinformatics[18] and face recognition[19]. 

 Basically, ELM consist of three layers. Input layer, hidden layer, and output 

layer. Eq.1 illustrate the output of ELM. 

   ∑   
 
                                 for j=1 to 1   k                              (1) 

Where xj is the input vector for j node, h is the number hidden node, g is the activation function, wi is the weight vector between 

input layer and hidden layer, bi is the bias , k is the number of input samples, finally βi is the weight of the output layer. The main 

algorithm of  ELM is shown below [15]. 

ELM Algorithm: given two vectors X,T  that represents input with its target for the training phase, where X=[x1,x2,..xk], 

T=[t1,t2,..,tk],  h number of hidden nodes, and activation function g(x) 

Step1:for i=1 to h 

       Randomly assign wi and bi 
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Step2: Calculate the hidden layer output matrix H. 

Step3: Calculate the output weight β using 

           β =HtT  

LexRank 

 

 LexRank is an unsupervised approach to text summarization, used for computing sentence importance depend on graph-

based centrality scoring of sentences [20].The concept is that, the sentences support other sentences to be more imperative to the 

per user. Along these lines, on the off chance that one sentence is fundamentally the same as numerous others, it will probably be 

a significant sentence. The significance of this sentence moreover comes from the significance of the sentences supporting it. In 

this manner, to get a high score and place in a summary, a sentence should be similar to many sentences. The cosine similarity 

was  used to measure the similarity between sentences. The following algorithm shows the main steps of LexRank technique [21]. 

LexRank Algorithm: given a set of sentences S that represent a document collection and a threshold value. 

Step1: calculate the  cosine similarity matrix between the sentences of document collection. 

Step2: delete the relation between two sentences if it less than threshold. 

Step3: normalize the cosine matrix. 

Step4: ensure that the matrix is irreducible, guarantee  every node of the graph is accessible from any node. 

Step5: calculate the score for every sentence in the graph. 

 

4.METHODOLOGY FOR MDS 

 This section introduces formally the problem of MDS. Consider a corpus that consists of many clusters, each cluster 

contains a set of documents called D with the same topic. The set D can be defined as D={d1, d2, d3,…, dn } where n is the 

number of distinct document in D. Each di has a set of sentences S. The total number of sentences in D  is M. The goal is to obtain 

a subset of the sentences which summarizes D. In the proposed method, the D is preprocessed and then a set of features is 

extracted. After that ELM used to classify sentences as important or unimportant. Then a graph is constructed for the important 

sentences. Finally TextRank algorithm is adopted to score the sentences, where best score sentences with less redundancy 

included in the summary. 

4.1 Preprocessing and feature extraction 

 There are four steps in the preprocessing: Sentence separation, tokenization, stop words removal and stemming. After the 

preprocessing, the feature extraction process is implemented. The feature extraction process plays an essential role since it 

influences the effectiveness of the system summarization. In this paper, a set of seven features F={f1,f2,.,f7}  similar to [6] is 

extracted as illustrated in the following. 

1- Sentence length: This feature is used to compute the  sentence length and ignoring the very short and very long sentences. The 

average sentence length can be computed by Eq.3. 

      
                                            

 
                      (2) 

Where AL(Si) is the average sentence length in the summary. 

   
          

                     
                                                                    (3)  

2- Sentence position: This feature is very significant  because the first and last few sentences contain the most important 

sentences in the document. This feature can be calculated as in Eq.4. 

   
|
 

 
  |
 

 

                                                                                                (4)   

 Where i and n represent the position and the number of sentences in the document respectively.  
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3-Numerical data: sentences with numerical data has  significant information to be involved in the summary. Can be computed as 

in Eq.5. 

   
            

    
                                                                                          (5)  

Where count_num is the number of numerical data in the S sentence and L is the length of sentence. 

4-Named entities: sentences with this feature have more chance to be included in the summary. . Can be computed as in Eq.6. 

   
                              

                                             
                           (6)  

5-Title words: This feature shows how relevant the sentences of the document to the title.  Can be calculated as in Eq.7. 

   
                

        
                                                                              (7) 

Where Tw is the number of the title words in the sentence. 

6-Sentence centrality: This feature computes the overlap between the sentence words and other sentences words in the document. 

This feature calculated as in Eq.8. 

   
       

       
                                                                                             (8)  

For  i,j from 1 to n where  i<>j. 

7-Frequent words:  It is based on the premise that the relevant sentences contain more frequent words. This feature is calculated 

by  computing the repetition of all words in the document divided by the total number of document words as in Eq.9. 

   
           

          
                                                                                          (9)  

Where fw denotes the frequent words. 

4.2 ELM as MDS classifier 

 The seven extracted features as in section 4.1 are introduced to the ELM for the classification purpose. A binary classifier 

is used where there are only two classes, and the classification is made based on the sentence present or not in the given summary. 

The classifier attempt to classify the sentences into one of two classes Important or unimportant sentences. There are two phases 

for the classification purpose, training and testing phase. The cosine similarity was used as in Eq.10  in the training phase to assign 

labels to every sentence in the document collection.  

 Cosine similarity is the most common measure that is used to compute the similarity between two vectors. In which  

there are more terms that are in common between two vectors. Its computations are fast and unaffected by the  number of term 

appearances in the vector. The cosine similarity value range between [0,1], Where 0 means there is no  similarity between two 

vectors, and 1 means that the two vectors are identical to each other. The comparison is done between document sentences and a 

reference summary [22]. The sentence is labeled as  an important sentence when the result of the cosine similarity exceeded 

specified  threshold. 
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Where k is the total number of terms, S is a sentence from document collection and S_summary is a sentence from the reference 

summaries. Every sentence is compared with all reference summary sentences and  highest score is assigned to it. 
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4.3 LexRank for sentences scoring 

 The LexRank algorithm applied to rank and identify the most important sentences to be extracted as a summary. The 

rank of  sentences  shows its importance which depends on the number of incoming and outgoing links and the strength of 

similarity links connecting each sentence to the rest of the sentences. The graph of the important sentences that pass from the 

ELM classifier is constructed, where vertices represent the sentences and edges are defined in terms of relations between pairs of 

sentences. The weight on the Edges are calculated using cosine similarity. The salience of a sentence Si based on the LexRank 

algorithm is formulated as in Eq.11. 

            
 

 
      ∑         

 
           (  )

 (   )
                                    (11) 

Where 

• d is a damping factor. 

• L(Sj) is a set of  input link that point to Si. 

 

• C(Sj) is a set of output link from vertex j 

• Wi,j is the  cosine similarity between (Si) and (Sj)  

 

• P is the number of nodes in the graph. 

The algorithm starts by assigning equal weight to each sentence in the graph [21]. For each iteration the LexRank value of 

every sentence is updated based on Eq.11. Sentences are arranged in descending order according to the value of  the resulting 

vector. 

4.4 Summary generation 

 The final stage of the extractive summarization is to select the most appropriate sentences from documents and produce 

the final summary with a pre-specified length. The sentences are sorted in descending order of their  similarity  scores. The top 

ranked sentences are iteratively inserted to compose the final summary. In order to ensure  good summary, three aspects must be 

considered: coherence,  reduce redundancy of information and fixed length summary. The coherence can confirm by selecting 

sentences according to the order in the original documents. In addition, to reduce redundancy, The cosine similarity was used to 

compare the new selected sentence with the each of the sentence already in the summary, if the similarity less than a specific 

threshold, the new sentence will be added to the summary, otherwise neglected. This process was repeated until reaching a fixed 

summary length. 

 The choosing of the threshold value is very critical and affect the system performance. Very high threshold value leads to 

increase the redundant information in the summary. Very low threshold value leads to loss some useful information. The  value of 

the threshold was empirically set to be 0.5. 

 

5. EXPERIMENTAL RESULTS 

 In this section, The performance evaluation of the proposed method is discussed. 

5.1 Dataset description 

 The Document Understanding Conference (DUC) dataset has been used to evaluated the performance of the proposed 

system. In This paper, DUC-2002 dataset was used for testing the proposed summarization system. DUC-2002 is a famous 

international evaluation conference contains documents for both extractive and abstractive summarization. The dataset divided 

into many clusters, each cluster contains documents related to the same topic.  Table-1 show  brief statistics of the dataset [23].   

Table 1.Descrption of DUC-2002. 

 

 

 

 

Description DUC-2002 

Number of clusters 59 

Number of documents in each cluster From 5 to14 

Total number of documents 567 

Number of sentences per document At least 10 sentences 

Summary length 200 and 400 words 
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5.2 Evaluation Standards 

 Recall-Oriented Understudy for Gisting Evaluation (ROUGE)  toolkit is the most popular assessment toolkit used to 

evaluate the quality of the summary. ROUGE measures the similarity between the automatic summaries generated by the system  

(also called candidate summary) and the human summaries (called reference summaries or model summaries)   that generated 

manually. ROUGE-N used to compute N-gram overlap between both summaries. ROUGE-1 and ROUGE-2  metrics have been 

widely used For  automatic summary evaluation. They based on computing unigrams and bigrams overlapping, respectively [24]. 

The outputs of ROUGE are calculated with respect to precision, recall and F-score, which will be calculated as in Eq.12,  Eq. 13 

and Eq.14 respectively [25].  

                 
                                 

              
                                                   (12) 

               
                                 

                 
                                                          (13) 

                
                  

                
                                                                                  (14)  

5.3 ELM performance 

 The classification phase is the first step of the proposed method. The ELM classifier used to determine the sentences are 

important or unimportant to pass to the next step. There are two phases in the classification step, training phase and testing phase. 

The 3 fold cross validation was used, For the purpose of implementing these two phases. Where the dataset has been divided into 

roughly three equal size sets. Two of these sets were used for the training phase, while the third set was used for the testing phase.  

Table 2 shows the classification accuracy of the  ELM. 

Table2. The Classification Accuracy of  ELM 

 

 

 

 

Table 2 shows the accuracy of the ELM for MDS classifier. As shown in the Table 2 the loss of information for important and 

unimportant sentences reaches  5% and 8% respectively. The loss of unimportant sentences does not affect the final system 

performance, since these sentences will pass to the next step of MDS model and reevaluated again. The loss of important 

sentences occurred since most of theses sentences features are very closed to the unimportant sentences features. They are located 

in an area where there is a great overlap between important and unimportant sentences. On the other hand, the scores of these 

sentences are low, thus their loss does not have a significant impact on the final results. 

5.4 Performance comparison against other methods 

 The results of the proposed method were compared with baseline methods as explained in Tables 3 and 4 together with 

Figures 1 and 2. The comparison based on 200 and 400-word summaries. The selected methods for comparison based on 

mathematical, statistical or a graph theory that similar to the proposed method. 

 

 

 

 

 

 

 

Accuracy 
Misclassification of 
Important sentences 

Misclassification of 
Unimportant sentences 

87% 5% 8% 
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Table 3.Comparison with baseline methods  for 200-word summaries. 

 

 

 

 

 

 

 

 

 

 
Figure 1.  Graphical comparison with baseline methods  for 200-word summaries. 

As shown in Table 3 and Figure 1 The proposed method outperforms other methods, especially in recall and F-score, since the 

LexRank gives the best results and the proposed method based on improving the performance of LexRank. The improvement is 

the result of reducing the number of sentences during the classification stage prior to LexRank. As mentioned in section 3.2 the 

LexRank score the sentences according to their similarity with other sentences in the graph. The  existing of important and 

unimportant sentences  causes many sentences with less importance to get higher score and included in the summary. Eliminating 

unimportant sentences increase the score of more important sentences to be included in the  summary. 

 It's clear that the LexRank outperformed the proposed method in term of precision, whereas the recall and F-score of the 

proposed method are higher. The F-score is the judgment between the recall and the precision, since it considers both. 

Table 4.Comparison with baseline methods  for 400-word summaries. 

Method ROUGE-1 ROUGE-2 

Precision Recall F-score Precision Recall F-score 

LSA [26] 0.47293 0.46361 0.46804 0.16297 0.16001 0.16141 

LexRank [20] 0.53431 0.55018 0.54188 0.23088 0.23706 0.23382 

0
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Precision Recall F-score Precision Recall F-score

ROUGE-1 ROUGE-2

LSA

LexRank

TextRank

Sumbasic

KLsum

Proposed

Method ROUGE-1 ROUGE-2 

Precision Recall F-score Precision Recall F-score 

LSA [26] 0.37012 0.37723 0.37342 0.08910 0.08950 0.08921 

LexRank [20] 0.45984 0.48124 0.46997 0.17566 0.18507 0.18010 

TextRank[27]] 0.43685 0.48417 0.45868 0.15195 0.16921 0.16000 

Sumbasic[28] 0.45114 0.46128 0.45597 0.15584 0.15947 0.15757 

KLsum[29] 0.36803 0.37464 0.37104 0.11938 0.12113 0.12018 

Proposed 0.45844 0.49221 0.47472 0.16923 0.19810 0.18253 
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TextRank[27] 0.52849 0.57812 0.55179 0.23379 0.25654 0.24447 

Sumbasic[28] 0.50610 0.52373 0.51462 0.18193 0.18916 0.18542 

KLsum [29] 0.43254 0.43746 0.43490 0.16017 0.16256 0.16132 

Proposed 0.51642 0.58012 0.54641 0.24310 0.26652 0.254271 

 

 

Figure 2. Graphical comparison with baseline methods  for 400-word summaries. 

As shown in table 4 and Figure 2 The proposed method gives the best results for ROUGE-2, while the TextRank gives the best 

results for ROUGE-1. The TextRank algorithm based on assigning  scores to the extracted keywords instead of sentences. Thus, 

when the length of the summary  is a longer, TextRank algorithm produces a suitable summary especially for ROUGE-1 which 

based on computing a unigram similarity.  ROUGE-2 is more important than ROUGE-1, since it's  closer to human summary. 

6. CONCLUSION 

 MDS is an interesting research topic among the NLP community that helps produce concise information.  This paper, 

used a new method for MDS  system that exploits the power of  ELM and LexRank to produce a good summary. The proposed 

method based on extracting seven features for each sentence, The ELM used to classify the sentences as important or unimportant 

sentence. Finally, the LexRank was used to assign a sentence score. The best ranked sentences are included in the summary. Good 

results were obtained  compared with baseline methods. The performance of LexRank decreases with increasing the number of 

sentences, therefore reducing the number of sentences during the ELM phase very necessary to  produce a good summary quality. 
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