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ABSTRACT  

With the rapid advancement of information technology and network, it's becoming increasingly difficult to keep up, as well as the 

rapid expansion of data center size, energy consumption as a percentage of IT investment is increasing. As the amount of digital 

data grows, so does the need for greater storage space, which drives up the cost and performance of backups. Traditional backup 

solutions don't have any built-in protection against duplicate data being saved up. Duplicate data backups severely lengthen 

backup times and consume needless resources. Data deduplication is critical for removing redundant data and lowering storage 

costs. Data deduplication is a new technique of compressing data that helps with storage efficiency while also proving to be a 

more efficient technique of dealing with duplicate data. Deduplication enables a single data copy to be uploaded to storage and 

subsequent copies to be provided with a pointer to the original stored copy. This paper consists of  extensive literature survey and 

summarizes numerous storage approaches, concepts, and categories that are used in data reduplication. Also in this paper, the 

researchers carried out the survey for chunk based data deduplication techniques in detail. 

Key Words: Cloud Computing, Cloud Storage Service, Chunking Algorithm (CA), Data Deduplication, Chunking Method 

(CM). 

 ______________________________________________________________________________________________

1. INTRODUCTION  

           With cloud computing's expanding data size; a data compression quantity could suppliers of assistance in lowering the 

expenses of running huge storage systems and conserving energy [1-4]. Cloud computing refers to everything that involves 

providing shared services facilities over the Internet. The three kinds of cloud computing (CC) solutions are Infrastructure-as-a-

Service (IaaS), Platform-as-a-Service (PaaS), and Software-as-a-Service (SaaS), the figure 1.1 illustrated types of cloud computing 

services (CCS) with examples [5]. The term cloud computing (CC) was inspired through the sign of a cloud that is widely utilized 

to appear the internet in diagrams and flowcharts. You store data in a remote repository instead of on your hard drive or other 

internal storage device. Your computer and the database (DB) are connected via the internet. Three distinct features of a cloud 

service can be discovered in modern hosting. It's available on demand, generally by the hour or minute; it's flexible, which means 

a customer can get as few or as a much service as they want at any one time; and it's completely managed through the supplier. A 

private cloud or a public cloud can be used. A public cloud authorizes anyone on the Internet to purchasing services. A private 

cloud is a private data or network center that serves a small number of people [6-8]. 

            Data deduplication (DD) is a storage space-saving technology. Through recognizing excrescent data by comparing data 

chunks with hash values, saving only one copy, as well as logically pointing to another copies rather than keeping additional 

copies of the redundant data, logical pointers to other copies can be created. Data volume is reduced by deduplication, allowing 

network bandwidth and disk space to be lowered, lowering storage scheme costs and energy consumption. Data deduplication 

(DD) can be used in cloud storage at practically every place where data is stored or delivered. Several cloud service providers 

support disaster recuperation, and deduplication could be utilized to improve disaster recovery through replication data after it has 

been deduplicated to reduce replication time and bandwidth costs. Data deduplication can be used in cloud backup and archive 

storage to decrease network traffic and physical capacity. Furthermore, we must transport a big volume of replication memory 

image data throughout the live migration procedure. There are three primary migration performance criteria to consider: total 

amount of data transmitted, total immigration duration, and total service disruption. Service failure would result from a longer 

immigration time and unavailability. As a result, deduplication can help in migration. Deduplication could help you save space by 

reducing the amount of efficient data you save, like as virtual machine (VM) images. When utilizing deduplication in essential 

storage, it's important to evaluate how to balance among storage space savings and performance impact. Deduplication techniques, 

according to Mandagere et al., reverberate the achievement of deduplicated storage in terms of flexure factor, bandwidth, 

rebuilding, metadata overhead, and resource utilization [9-12]. 
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Figure 1.1: Types of cloud computing services (CCS) with examples 

 

         Data deduplication (DD) is a compression technique. The name deduplication indicated to the overall purpose of a 

deduplication system: to locate duplicate data and delete repeated instances of that data. The storage needs for systems that deal 

with huge amounts of data can be dramatically reduced by successfully finding and deleting redundant data. This is especially true 

for systems that store many files with vast, overlapping sections, such as boilerplate or configuration files that are part of an 

operating system installation, or for systems that retain several copies of identical files, such as a system that conducts nightly 

backups. Even if storage capacity isn't an issue, deduplication can be useful for other reasons. For example, when transmitting 

data from a client to a server, a client that knows the server already has a duplicate of the data it wants to send might avert sending 

unneeded data and avert network overheads. While removing all duplicate data is fabulous objective, some replication may be 

tolerated in a system design for a variety of reasons. Allowing some redundant data, for example, may be required in order to 

terminate crucial activities in an acceptable period of time (identifying all duplicates may be costly! ), or to tolerate system 

failures (if we lose the only copy of a file system superblock, our whole system is hosed). As a result, we will need a metric that 

indicates the effective "data savings" of a deduplication system. We use the deduplication ratio for this. If B bytes of data are 

supplied to a storage system S, which unambiguously displays the data using D bytes, then the deduplication ratio of S is 

determined in equation (1): 

   
 

 
   ………. (1) 

         A more effective deduplication system will have a higher deduplication ratio (i.e., it stores more data using fewer bytes). 
However, DS isn't the only metric that matters. Resiliency, scalability, throughput and Latency are all factors in system design, and 

the best balance of accomplishment and deduplication effectiveness will be context dependent [13]. 

         The deduplication technicalities are used on various kinds of data, like as image, video, and text data. Different storage 

formats and implicit features exist for each of the three categories of data. Deduplication techniques use various approaches to 

detect and delete duplicate data depending on the type of data. As a result, data type is critical in the development of deduplication 

techniques. When it comes to reading, discovering, and matching information, the format is crucial. To discover duplication in 

executable files, it is necessary to match bits on a bit-by-bit basis. Due to the diverse formats of data, the procedures for checking 

duplicates in image, video, and text have various processes. To achieve high data availability, a large distributed storage system 

maintains a minimal number of data replicas termed the replication factor. To decrease storage requirements, storage costs, 

computation, and energy, any duplicate data exceeding the replication factor is eliminated. Deduplication technicalities for large 

distributed storage schemes have obtained traction in industry and academia as a result of these enormous benefits to industry. 
However, due to the efficacy and effectiveness of data matching technicalities, these strategies face problems. Academic and 

industry researchers are collaborating to development efficacy distributed deduplication technicalities [1,14,15,16,17]. 
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            Computer vision (CV), image processing (IP) -rely applications, database systems (DB), cloud computing (CC), face 

recognition (FR), pattern matching (PM), natural language processing (NLP), big data applications (BDA), and parallel computing 

(PC) are just a few of the fields where data deduplication can be used in research and other applications. Figure 1.2 depicts the 

main phases of the data deduplication (DD) technique, where we could see that the data values are reiterated at first, and then the 

values are determined a "specific value of function" utilizing a convenient algorithm like a hash function (HF) or something 

identical. The following phase compares all values to the function or standard value, and if the same values are reported, those 

values are neglected. This could be seen in the final step's result, where the values that were previously reiterating have been 

negligent and exchanged through a single data value. Figure 1.2 represents a exemplary example of how data deduplication (DD) 

stages function in any data science or database management system application (DBMS) [18]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

            

 

 

 

Figure 1.2: The fundamentals of data deduplication 

 

      Various kinds of algorithms and methods are employed in data deduplication (DD) strategies and approaches for a variety of 

applications and data science, but two primary kinds of methods are most frequently utilized in a significant number of 

applications, namely hash-rely and content-aware methods (CA). Deduplication methods are classified as inline or postprocessing 

depending on how the data is stored and backed up. The hashing function or algorithm is widely utilized in hash-based methods, 

and it is also used to identify "chunks" of data. The chunks are small sets of data fragments that depict small related groups and 

help to ignore the repeated data. The Figure 1.3 depicts a typical schematic of data deduplication using the hashing approach. 

Different hash function values are allocated to various slices or chunks of data and after comparing a hash value (HV) with all 

another slices, the updated hash values are returned. This procedure is reiterated until the value convergence of assignment to a 

state of no change. A hash value (HV) usually requisites a particular number of bits, and when subsequent chunks of data search 

for and locate chunks with the same hash value; the chunks are viewed as duplicate data and aren’t kept in the data deduplication 
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(DD) procedure. If the hash value (HV) is unique and not existing among previously recorded values, the hash value is saved, and 

the matching data chunk is examined and saved in databases (DB). In figure 1.3 we can observe that the next level updates the 

new slice "K" with a new hash value (HV). The novel hash value is employed as novel indexing value and serves as a crucial 
indicator component in subsequent data slices or chunks comparisons [18,19]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3: Hash values are assigned. 

           Data patterns are explored in the content-aware method, and when the same patterns are reported, the patterns are 

obviously as though it were reiterate data. In this technique, a file name mechanism is used, which means that different data 

patterns are given appropriate file names, and new patterns are given new file names. When a match of files is identified in this 

method, a bitwise comparison is performed, and similarity is scored rely on this comparison; this implies that identical file names 

aren’t the only criterion in the procedure of discovering duplicate data; the bitwise matching result is also important. Due the 

number of files might be in the millions, database knowledge becomes critical in this technique. As a result, memory indexing is 

required to achieve efficient file management and updating, as well as to avoid duplicate data. The steps in this deduplication 

technique are self-explanatory and may be seen in Figure 1.4 [18, 20]. 

        These techniques are based on the amount of time it takes to deduplicate data. The "inline" method is used when the process 

is performed as the data is being saved, while the "postprocessing" method is used after the data initial processed in the 

deduplication operation has been stored. The performance of the inline method is independent of the type of method utilized for 

data deduplication, whether it is hash-rely or content-aware (CA), but the performance of the postprocessing method is dependent 

on the kind of method utilized for data deduplication (DD) [20]. 
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Figure 1.4: File name concept of deduplication 

        

2. LITERATURE SURVEY 

Various studies relating to the data deduplication have been investigated recently. A few of such studies are discussed in this 

section. 

 

2.1 Data Deduplication  

     N. Kumar and S. Jain [21]  in this paper, we suggest Differential Evolution (DE) rely on technique which is optimized Two 

Thresholds Two Divisors (TTTD-P) Content Defined Chunking (CDC) to decrease the number of computing process utilizing 

single dynamic optimal parameter divisor D with optimal threshold value exploiting multi-process nature of TTTD. The TTTD 

technique provides an additional backup divisor D′ that has a higher probability of discovering cut points to reduce chunk size 

variance; nevertheless, introducing a second divisor reduces chunking throughput. To this purpose, Asymmetric Extremum (AE) 

considerably enhances chunking throughput through overcoming Rabin and TTTD boundary shift problems by using local 

extreme values in a variable-sized asymmetric window, while maintaining a near-identical deduplication ratio (DR). On Hadoop 

Distributed File System, we suggest DE-rely on TTTD-P optimized chunking to maximize chunking throughput while increasing 

DR; The use of a scalable bucket indexing strategy minimizes the time it takes to find and declare duplicated hash values (HV). 

chunks about 16 times greater than Rabin CDC, 5 times greater than AE CDC, and 1.6 times greater than FAST CDC (HDFS). 

       W. Leesakul et al., [22] in this research, suggested a dynamic data deduplication (DD) strategy for cloud storage, in arrange to 

strike a balance among changing storage efficacy and criteria for fault tolerance, as well as to increase cloud storage performance. 
We adjust the amount of copies of files in real time to match the changing degree of QoS. Show results of the experiments reveal 
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that our suggested scheme works effectively and can deal with scalability issues. We also intend to keep track of how users' file 

demands change. We also intend to assess the system's availability and performance. 

      Y. Fan et al., [23] in this research article, every cloud user is given a set of privileges in our system, and deduplication can 

only be done if and only if the cloud users have the appropriate privileges. Furthermore, our system improves the capacity of like 

cryptosystems to resist selected plaintext and selection ciphertext attacks by augmenting convergent encryption with users' 

privileges and relying on TEE to provide secure key management. Our system is secure sufficient to facilitate data deduplication 

(DD) as well as protecting the privacy of sensitive data, according to a security analysis. Moreover, we create a prototype of our 

system and analyze its performance. Experiments reveal that our system overhead is practical in real-world scenarios. 

    M. Oh et al., [24] in this paper, suggest a novel deduplication technique that is extremely compatible and scalable with the 

exhausted storage currently in use. Our deduplication technique, in particular, uses a double hashing algorithm (HA) that takes 

advantage of hashes employed through the implicit scale-out storage, which overcomes the limitations of present fingerprint 

hashing (FH). Furthermore, our approach combines file system and deduplication meta-information into a single object, and it 

manages the deduplication ratio online through initial aware of post-processing-related scheme demands. On open source scale-

out storage, we implemented the proposed deduplication approach. When executing a variety of standard storage workloads, the 

experimental findings illustrate that our solution could save greater than 90% of total storage space while providing the same or 

similar performance as traditional scale-out storage. 

   P. Anitha et al., [25] in this article, suggested method uses an access control mechanism on data belonging to privileged 

authorities to safeguard the data deduplication (DD) process. The data that will be outsourced will be encrypted files. The secure 

authorities are given access control mechanisms to do data deduplication (DD) on the data that was outsourced. Encryption 

techniques are used in the Access Control Mechanism. It employs convergent randomized encryption and a reliable distribution of 

owning party keys to allow the cloud service provider to manage outsourced data access even when control shifts on a regular 

basis. This prohibits data from being leakage not only to individuals who have had their rights to the data revoked, however also 

to a degree to a trustworthy but dubious cloud storage server. In addition, the suggested technique safeguards data integrity against 

attacks rely on label discrepancies. As a precaution, the suggested technique has been changed to improve security. The suggested 

scheme is virtually as effective as the current ones, with only a minor raise in computational expenses, according to the efficiency 

study. 

    R. Kirubakaran et al., [26] in this article, present a cloud-based technique for achieving deduplication of a huge amount of data 

available. The approach includes data deduplication before uploading to cloud storage as well as data reverse deduplication when 

obtaining the required data. Any of the algorithms indicated in the literature survey can be used to implement the suggested 

technique. The model is more effective and accurate than existing deduplication systems because of the type of algorithm utilized. 

 

    M. V. Maruti et al., [27] in this paper, proposed data deduplication technique, the main goal of this technique is to delete 

reiterate data from the cloud. It can also aid in the reduction of bandwidth and storage space usage. This suggested technique is to 

delete reiterate data; however each user has their own unique token and has been allocated various privileges based on the 

duplication check. The hybrid cloud architecture is used to achieve cloud deduplication. The proposed technique is more secure 

and uses fewer cloud resources. It was also demonstrated that, when compared to the standard Deduplication technique, the 

proposed system had a low overhead in duplicate removal. On this work, both content level and file level deduplication of file 

data is examined in the cloud. 

 

    K. Vijayalakshmi and V. Jayalakshmi [28] in this research article, suggest data duplication in clouds, which is managed using 

the deduplication technique. Although some deduplication techniques are used to prevent data redundancy, they are inefficient. 
The major goal of this research is to gain enough knowledge and a decent concept of deduplication techniques through reviewing 

existent ways, and this work may aid future research in establishing effective cloud storage management (CSM) solutions for 

researchers and practitioners. 

       

    X. Xu et al., [29] in this article, focus on non-center cloud storage data deduplication and present a new two-side data 

deduplication (DD) mechanism. Duplicate data is first recognized and stopped from being uploaded to the cloud data center on the 

client side, and then new duplicate data is detection and erased on the cloud server side. The Chord algorithm (CA) is optimized 

using a compressed finger table and search optimization of the finger table, and it is then utilized to build a logical network that 

makes searching for fingerprints in storage nodes considerably faster. Show the results illustrate that the enhanced Chord 

algorithm outperforms the original in terms of the number of fingerprint values and the cost of searching time, and the suggested 
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two-side data deduplication (DD) technique outperforms the traditional data deduplication (DD) mechanism in terms of 

deduplication rate. 

          

       X. Xu and Q. Tu [30] in this work suggest a deduplication scheme architecture for cloud storage environments (CSE), as well 

as the procedure for averting duplication on the client side at the file and chunk levels. DelayDedupe, a delayed target 

deduplication strategy rely on chunk-level deduplication and chunk access frequency, is suggested to decrease response time in 

storage nodes (Snodes). When used in conjunction with replica arrangement, this technique evaluates whether fresh multiplied 

chunks for data update are hot and, if they aren't, eliminates the hot duplicated chucks. The findings of the experiment show that 

the DelayDedupe method may successfully minimize response time while also balancing the storage demand on Snodes. 

 

2.2 Chunking Algorithm for Data Deduplication  
 

      M. Ellappan and S. Abirami [31] in this paper, suggest a novel chunking algorithm (CA) called Dynamic Prime Chunking 

(DPC). DPC's major purpose is to modify the window size during the prime value dynamically rely on the maximum and minimal 

chunk size. According to the results of the paper, DPC in the deduplication scheme gives good throughput while avoiding large 

chunk variance. The multimedia and operating system datasets were used for implementation and experimental evaluation. 
Existing algorithms such as AE, MAXP, TTTD, and Rabin have been compared to DPC. The performance indicators we looked at 

were throughput, chunk count, Bytes Saved per Second (BSPS), chunking time, processing time and Deduplication removal Ratio 

(DER). According to the study of the data, BSPS and throughput have both improved. To begin, DPC boosts throughput 

performance through greater than 21% when compared to AE. Second, BSPS improves performance by up to 11% over the 

previous AE method. In comparison to existing Content Defined Chunking (CDC) algorithms, our algorithm reduces total 

processing time and achievement higher deduplication effectiveness due to the aforementioned rationale. 

   

     H. A. Jasim and A. A. Fahad [32] in this work uses a novel fingerprint function (FF), a multi-level hashing and matching 

mechanism, and a novel indexing technicality to hold metadata to progress the TTTD chunking algorithm. These novel 

technicality include four hashing algorithms to handle the collision issue, as well as adding a novel chunk stipulation to the TTTD 

chunking criterion to improve the amount of small chunks and hence the Deduplication Ratio. This modification enhances the 

TTTD algorithm's Deduplication Ratio while also lowering the algorithm's system resource requirements. In terms of 

deduplication ratio, metadata size, and execution time, the suggested technique is put to the test. 

 

     W. Xia et al., [33] in this article, suggest FastCDC, a Fast and effective CDC approach, which constructs and enhances on the 

latest Gear-based on CDC technique, one of the fastest CDC techniques to our knowledge. FastCDC's main idea is to integrate 

five key mechanics: gear-rely on rapid rolling hash, improving and simplifying Gear hash (GH) verdict, skipping sub-minimal 

chunk cut-points, normalizing the chunk-size distribution in a small specific region to address the issue of reduction deduplication 

ratio caused by cut-point skipping. FastCDC is around 10 times quicker than the best open-source Rabin-based on CDC, and 

about 3 times greater than the state-of-the-art Gear- and AE-rely on CDC, while obtaining almost the same deduplication ratio as 

the standard Rabin-rely solution, according to our evaluation results. 

 

     W. Xia et al., [34] in this research article, suggest FastCDC, a Fast and effective Content Defined Chunking method, for data 

deduplication-rely on storage schemes. FastCDC's main idea is to integrate five key mechanics: gear-rely on rapid rolling hash, 

improving and simplifying Gear hash (GH) verdict, skipping sub-minimal chunk cut-points, normalizing the chunk-size 

distribution in a small specific region to address the issue of reduction deduplication ratio caused by cut-point skipping, and, last 

but not least, rolling two bytes every time to speed CDC. FastCDC is 3-12X faster than state-of-the-art CDC approaches when 

employing a combination of the five strategies, while achieving approximately the same or even greater deduplication ratio than 

the standard Rabin-rely CDC. Furthermore, our research into the deduplication throughput of FastCDC-rely Destor found that 

FastCDC aids in achieving 1.2-3.0X higher throughput than Destor using state-of-the-art chunkers. 

 

   Y. Zhang et al., [35] in this work, suggested a novel CDC algorithm indicated the Asymmetric Extremum (AE) algorithm. The 

major idea behind AE is relies the observance that in dealing with the boundaries-shift issue, the maximum value in an 

asymmetric local domain is improbable to be exchanged through a novel extreme value, which motivates AE's utilize of 

asymmetric (instead of symmetric, as in MAXP) local domain to distinguish cut-points and attain high chunking throughput while 

minimizing chunk size variance.  According the result, AE addresses the issues of low chunking throughput in MAXP and Rabin, 

as well as excessive chunk-size volatility in Rabin, at the same time. AE enhances the throughput speed of state-of-the-art CDC 

algorithms by 3x while achieving equivalent or greater deduplication efficacy, according to experimental results rely on four real-

world datasets. 
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      Z. Xu and W. Zhang [36] in this paper, use Content Defined Chunking (CDC), which plays an essential role in basic storage 

and backup systems. Rabin CDC's chunking speed and deduplication ratio are lower due to time-consumption byte-by-byte 

calculations on data streams, which is central processing unit (CPU) expensive and relies on sliding window. QuickCDC improves 

CDC chunking speed, deduplication ratio, and throughput by combining three methods. Initially, QuickCDC can move instantly to 

the chunk boundaries of duplicate chunks that arise frequently. The mapping of the duplicate chunk's first n bytes and last m bytes 

to chunk length must be registered. The first n bytes and last m bytes of the current chunk are checked to see if they are in the 

mapping table when chunking is performed. QuickCDC can skip relevant chunk lengths (CL) if they are in the mapping table. 

Second, QuickCDC can skip the minimal chunk length for unique chunks. Finally, QuickCDC may dynamically alter mask bits 

length such that chunk length (CL) is permanently more than the minimal chunk length and is distributed in a limited particular 

location. When the current chunk length (CL) is less than the expected chunk length (CL), we should use longer mask bits, and 

when the current chunk length (CL) is more than the expected chunk length (CL), we should utilize shorter mask bits. 

Experiments show that QuickCDC's chunking speed is 11.4x that of RapidCDC, and the associated deduplication ratio is 

somewhat increased, with a maximum deduplication ratio improvement of 222.3% and a throughput improvement of 111.4%. 

 

          P. Minishapriya and S. Maheswari [37] in this research article, use throughput, provide performance analyses of Rabin-rely 

on chunking and Rapid Asymmetric Maximum (RAM) chunking. The procedure considers an inhabitance dataset case study 

research in which the state and county take into account the parameter for chunking and deduplication analyses. 

 

          S. Luo and M. Hou [38] in this paper, suggest a new chunk coalescing algorithm (CCA), this refers to the minimal and 

maximum amount of subchunks which should be coalesced to form superchunks (SC). Experiments demonstrate that our 

algorithm eliminates the expenses of the chunk coalescing (CC) procedure and speeds up the entire data deduplication procedure. 

 

         H. Wu et al., [39] in this article, suggests a sampling-rely on chunking algorithm and improve SmartChunker, a tool to 

predict the appropriate chunking configuration for deduplication schemes. SmartChunker's effectiveness and efficacy have been 

demonstrated in real-world datasets. 

 

      P. Krishnaprasad and B. A. Narayamparambil [40] in this paper, suggested a novel Dual Side Fixed Size Chunking (DSFSC) 

algorithm to achieve a rising deduplication ratio for comparison to conventional FSC. This approach can successfully be utilized 

for audio or video files to produce a best Deduplication ratio without requiring computationally exorbitant variable size chunking 

or content determined chunking. This data compression will save network bandwidth while also allowing more data to be stored 

on a given quantity of cloud or disk storage. Storage management and energy expenses will be reduced if storage requests are 

reduced. 

 

 

3.  COMPARISON OF SCHEMES 

 

Table 1: Description of the comparison between previous systems for data deduplication 

 

Ref Authors Year Algorithm/method/ Techniques  Performance  

[21] N. Kumar and S. 

Jain 

2019 Differential Evolution (DE), Two Thresholds Two 

Divisors (TTTD-P) algorithm, Two Thresholds, Two 

Divisors with Switch (TTTD-S) Algorithm,  Two 

Thresholds, Two Divisors with Optimal Parameter 

(TTTD-P) Algorithm, Rabin Algorithm 

Hash values (chunks about 16 times 

greater than Rabin CDC, 5 times greater 

than AE CDC, and 1.6 times greater than 

FAST CDC (HDFS).) 

[22] W. Leesakul et al., 2014 Dynamic Data Deduplication experiments reveal that our proposed 

system works effectively 

[23] Y. Fan et al., 2019 deduplication system that includes the processes of 

duplicate checking, proofs of ownership and 

convergent encryption. (Preliminaries, Adversarial 

model) 

implement the security analysis and also 

performance evaluation is effective and 

feasible in practice 

[24] M. Oh et al., 2018 a novel deduplication technique (a global 

deduplication design for current shared-nothing scale-

out storage system) 

experimental findings illustrate that our 

solution could save greater than 90% of 

total storage space 
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[25] P. Anitha et al., 2021 secure rising scalable data deduplication architecture 

(utilizing authorized accessing control mechanisms in 

the outsourced data), encryption is utilizing RSA 

The system is virtually as successful as 

the existing ones (minor increase in 

computational overhead) 

[26] R. Kirubakaran et al 2015 a cloud-rely technique for deduplication of huge data The model is more efficient and accurate 

compared to that of the existent 

deduplication techniques. 

[27] M. V. Maruti et al. 2015 novel duplication check technique that configuration 

the token for the private file and check content level 

deduplication 

the system achieve is 98 % 

[28] K. Vijayalakshmi 

and V. Jayalakshmi 

2021 data duplication (DD) in clouds the system achieves efficient knowledge 

and a good idea concerning deduplication 

techniques 

[29] X. Xu et al 2016 focus on non-center cloud storage data deduplication,      

a new two-side data deduplication (DD) technique, 

Chord algorithm 

two-side data deduplication (DD) 

technique outperforms the traditional data 

deduplication technique in terms of 

deduplication rate 

[30] X. Xu and Q. Tu 2015  deduplication scheme architecture for cloud storage 

environments (CSE) 

DelayDedupe method may successfully 

minimize response time while also 

balancing the storage demand on Snodes. 

 

 

Table 2: Description the comparison between previous systems for chunking algorithm 

 

Ref Authors Year Chunking Method Performance 

[31] M. Ellappan and S. 
Abirami 

2021 Dynamic Prime Chunking (DPC), Existing 
algorithms such as AE, MAXP, TTTD, and 

Rabin have been compared to DPC 

DPC's durable performance over the another 
existent algorithms in terms of BSPS and 

the efficacy of the backup storage scheme 

[32] H. A. Jasim and A. 

A. Fahad 

2018 a novel fingerprint function (FF), a multi-level 

hashing and matching mechanism, TTTD 

chunking algorithm 

good deduplication ratio and rapid 

execution time, efficacy of the suggest  

algorithm was evaluated utilizing two 

relatively datasets 

[33] W. Xia et al., 2016 FastCDC, a Fast and effective CDC approach FastCDC is around 10 times quicker than 

the best open-source Rabin-based on CDC, 

and about 3 times greater than the state-of-

the-art Gear- and AE-rely on CDC 

[34] W. Xia et al., 2020 FastCDC, a Fast and effective Content 

Defined Chunking (CDC) method 
Achieving 1.2-3.0X higher throughput than 

Destor using state-of-the-art chunkers. 

 

[35] Y. Zhang et al., 2015 a novel CDC algorithm indicated the 

Asymmetric Extremum (AE) algorithm 

Illustrates the superior and robust 

performance of AE in terms of 

deduplication efficacy and chunking 

throughput over the state of-the-art Rabin 

and MAXP chunking algorithms. 

[36] Z. Xu and W. Zhang 2021 Content Defined Chunking (CDC) Show that QuickCDC's chunking speed is 

11.4x that of RapidCDC, and the associated 

deduplication ratio is somewhat increased, 

with a maximum deduplication ratio 

improvement of 222.3% and a throughput 

improvement of 111.4%. 

[37] P. Minishapriya and 

S. Maheswari 

2018 analyses of Rabin-rely on chunking and Rapid 

Asymmetric Maximum (RAM) chunking 

illustrate that RAM offers minimize 

computational expenses compared to the 

Rabin algorithm (RA) 

[38] S. Luo and M. Hou 2013 a new chunk coalescing algorithm (CCA) demonstrate that our algorithm eliminates 

the expenses of the chunk coalescing 

procedure and enhance the efficacy of hash-

comparison 

[39] H. Wu et al., 2018 a sampling-based on chunking algorithm and illustrate that a sampling-based chunking 

http://www.ijerat.com/
http://doi.org/10.31695/IJERAT.2022.8.4.2


International Journal of Engineering Research and Advanced Technology, Vol. 8, No4, April -2022 

 

 

www.ijerat.com                                                                                                                                  Page 16 

DOI : 10.31695/IJERAT.2022.8.4.2 

improve SmartChunker algorithm and enhance SmartChunker 

application-specified chunk configurations 

[40] P. Krishnaprasad and 

B. A. 
Narayamparambil 

2013 a novel Dual Side Fixed Size Chunking 

(DSFSC) algorithm 

illustrates that the algorithm can completely 

utilized for video and audio deduplication, 
that is having the higher potential for the 

contiguous modulation. DSFSC can be 

efficiently built on DeDu to set up a cloud 

with fixed size chunking deduplication. 

 

 

4. CONCLUSION 

       In this paper, we presented various techniques used to analyze many data deduplication in cloud computing and chunking 

algorithm for data deduplication during the period (2013-2021). Cloud storage researchers have been drawn to data deduplication. 

Existing works usually adopt the chunking algorithm for data deduplication. Those schemes of data deduplication are thoroughly 

investigated and analyzed in order to improve the elimination data deduplication for cloud computing efficiency by using various 

several algorithms such as chunking algorithm for data deduplication and to ensure improve performance. According to the 

findings of this work, each of these techniques are useful for data deduplication in cloud computing. Each plan is unique in its 

approach, which might be convenient for a diversity of purposes. Recently, novel technology of data deduplication is being 

developed on a daily basis, and recently, suggested chunking algorithm for data deduplication have also improve performance the 

cloud computing. Each technology its own set of advantages and disadvantages and therefore novel technologies are beginning 

developed in the future. 
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