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Abstract  

Associative memory is a data collectively stored in the form of a memory or weight matrix, which is used to 

generate output that corresponds to a given input, can be either auto-associative or hetero-associative memory. 

A Bidirectional Associative memory neural network is one of the most commonly used neural network models 

for hetero-association and optimization tasks, it has several limitations. For example, it is well known that 

Bidirectional Associative memory neural networks has limited stored patterns, local minimum problems, 

limited noise ratio and shifting and scaling problems. This research will suggest to improve the Bidirectional 

Associative Memory neural network by modifying the net architecture, learning and convergence processes, 

and this modification is to increase the performance of the associative memory neural network by avoiding 

most of the Bidirectional Associative Memory neural network (BAM) limitations. This research will propose to 

modify Bidirectional associative memory (MBAM) to improve the efficiency of BAM in order to decrease the 

network size and weight size. In additional to increase the ability for noise robust as well as speed up its 

learning and convergence process. The results proved that the MBAM net can learn and recognize unlimited 

patterns in varying sizes with the acceptable percentage noise and overcomes most of limitations BAM except 

shifting and scaling problems. 

Key Words:  Associative memory, Bidirectional Associative Memory, Neural network, Pattern recognition. 

 

 

1. INTRODUCTION 

Bidirectional Associative Memory neural network is one of the 

neural networks that are used for hetero-association and 

optimization tasks [1][11]. This net has many limitations that are 

affecting its performance. These limitations consisted: firstly the 

number of patterns that can be stored and accurately recalled is 

severely limited  

 

[2]. Secondly, it is obviously desirable to reach a global 

minimum rather than sitting down at a local minimum as it can 

happen while using the energy function [3] [12]. Thirdly 

correlation problem happens when an input pattern share many 

bits with another pattern [4] [13]. Fourthly the ratio of missing 

and mistake data in the input patterns is limited [5]. Fifthly, it is 
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impossible to retrieve the stored pattern when it enters to the 

network with shifting or scaling [6]. 

         MBAM net avoids most of the BAM limitation, except two 

which it the shifting and scaling problem, in addition to the 

smaller size of net and the efficient learning and convergence 

process. This research proposed at present to improve the 

efficiency of MBAM in order to decrease the network size and 

weight size. In additional to increase the ability for noise robust 

as well as speed up its learning and convergence process. Similar 

to the BAM neural network and MBAM is a two-layer neural 

network, which uses hetero-association tasks and work in two 

phases (learning and convergence phases). 

         The experiments performed show promising results when 

MBAM shows high efficiency to recognize many noisy patterns 

in varying size compared with the traditional Bidirectional 

Associative Memory (BAM) neural network. 

 

2. ASSOCIATIVE MEMORY 

 

         It is believed that human memory is stored in the form of 

complex interconnections among various neurons. In artificial 

neural networks simulating associative memory, data are 

collectively stored in the form of a memory or weight matrix, 

which is used to generate output that corresponds to a given 

input. Such a process is referred to as learning or storing the 

desired patterns, while the retrieval or recall process is referred to 

as the generation of an output pattern [13][7]. 

        An associative memory can be applied in either auto-

associative or heteroassociative applications. Mathematically, it 

is a mapping from an input space to an output space. In other 

words, when the network is presented with a pattern similar to 

the member of the stored set, it may associate the input with the 

closed stored pattern [15][8]. 

        Generally, in hetero-associative applications, the dimensions 

of the input space and the output space are different, as illustrated 

in Figure 1 [15] [14]. 

 

Figure 1: Hetero-association response 

     

   One of the hetero-associative memory neural networks is the 

Bidirectional Associative Memory (BAM), which is presented in 

the next section. 

 

3. BIDIRECTIONAL ASSOCIATIVE MEMORY 

(BAM) NEURAL NETWORK 

      This section presents one of the neural network models; i.e., 

the “Bidirectional Associative Memory (BAM) network”, which 

is the most commonly used for heteroassociation and 

optimization tasks. The Bidirectional associative memory is 

heteroassociative, developed by Kosko (1988, 1992a). A BAM 

consists of neurons arranged in two layers X and Y. The neurons 

in one layer are fully interconnected to the neurons in the second 

layer. There is no interconnection among neurons in the same 

layer. The weight from layer X to layer Y is same as the weights 

from layer Y to layer X [9][16]. 

 

       Dynamics involves two layers of interaction. Because the 

memory process information in time and involves bidirectional 

data flow, it differs in principle from a linear association, 

although both networks are used to store association pairs. It also 

differs from the recurrent auto- associative memory in its update 

mode [14][17]. The next subsection will discuss the architecture 

of the Bidirectional associative Memory neural network.  

 

      The bidirectional associative memory Neural Network is the 

hetero-associative system. The single-layer nonlinear feedback 

BAM network (with hetero-associative content- addressable 

memory) has n units in its X-layer and m units in its Y-layer. The 

connections between the layers are bidirectional; i.e., if the 
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weight matrix for signals sent from the X-layer to the Y-layer is 

W, the weight matrix for signals sent from the Y-layer to the X-

layer is WT, show Figure 2, Architecture of the BAM 

[15][10][18]. 

 

Figure 2: The architecture of the Bidirectional Associative 

Memory (BAM), where: 

Wij: Weights Y1, Y2,…, Yn and X1, X2,…, Xn Neurons. 

 

4. MODIFY BIDIRECTIONAL ASSOCIATIVE 

MEMORY (MBAM). 

 

       The size of a BAM network (number of neurons in the 

network) depends on the pattern length (i.e., a pattern with length 

LP and code with LC requires a BAM network off sizes LP*LC). 

Where MBAM will be 2*LC because the pattern with length LP 

will be divided to many vectors with length 2. MBAM will learn 

each vector independently, to be stored in a lookup table. 

According to the first principle, the pattern will be divided into a 

number of vectors with length two; this means that the size of the 

network will be fixed (i.e., four). Therefore, the network deals 

with parts of the pattern instead of the entire pattern as one 

vector. This leads to the advantage of working with the smallest 

network size regardless of the pattern length, as well as multiple 

connections between the four neurons (two neurons for each 

layer, i.e. input layer and output layer). The new architecture 

allowed the possibility of avoiding learning the same vectors 

(that represents specific parts off then pattern) several times. This 

arrangement achieves the second principle described above (see 

Figure 3). 

 

       With a bipolar pattern representation, the elements will be 

either 1 or -1. The reason for choosing this length of the vector is 

the shortest even length of any vector is two. However, just as in 

the traditional BAM neural network, each node in the input layer 

is connected to every node in output layer but not to itself. These 

connections represent the corresponding weight of each vector in 

the pattern. Although the expected number of vectors is, the 

number of connections will be just four, an advantage that helps 

deal with the smallest network size regardless of the pattern 

length. Technically, as with traditional BAM nets, this modified 

net has two phases (learning and convergence phases). In this 

research, these two processes will be modified.  

 

 

Figure 3: The Modified bidirectional associative memory (MBAM)
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4.1 Learning Phase (learning process) 

       This section presents the learning algorithm 

shown in Figure 4. The network is able to recognize 

all the required bipolar patterns through the 

implementation of this phase. Therefore, the input for 

this phase is a flow of patterns and codes to be 

considered as training patterns for this network.         

The output of this phase is the results of the learning 

process, which is stored in a specific lookup table. 

Since the training patterns are divided into vectors 

with length two, these results are a set of weights 

indexes for each vector of the training patterns, which 

are called stored vector weights svw. 

 

 

 

Algorithm 1: Learning phase for MBAM 

Input: training patterns p with code c. 

Output: lookup table for all n corresponding stored patterns. 

Step1: Repeat steps 1.1 and 1.2 to the end of training pattern p with code c: 

        Step 1.1: Divide the training pattern p to n vectors v with length two. 

        Step 1.2: For each vector v, repeat steps 1.2.1, 1.2.2 and 1.2.3: 

                 Step 1.2.1: Assign the weight for each n vectors v, weights matrix w  as follows:  

        

Where: c is code 

           Step 1.2.2: Assign the stored vector’s weight     as follow: 















3{3

2{2

1{1

0{0

))((

wmeans

wmeans

wmeans

wmeans

vDcodefsvw  

Where: Decode is a function to convert the binary number to decimal number. 

                      Step 1.2.3: Save     for this vector in the lookup table. 

Step 2: End. 

Figure 4. Algorithm 1 of the learning phase. 

 

4.2 Convergence Phase (convergence process) 

        The output of this phase is dependent on the learning phase. 

Although the modification has been carried out during the 

learning phase, it is necessary to have a comprehensive 

modification of the convergence phase (see Figure 5, 6. 7 and 8) 

in order to ensure the overall efficiency of the Modified 

Bidirectional Associative Memory (MBAM). Convergence phase 

has two Bi-direction, the first direction is code to pattern and the 

second direction is a pattern to code. 

4.2.1 Convergence Phase (pattern to code) 

        There are three proposed patterns to code convergence 

methods as follows: 
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4.2.2 Traditional Convergence Method. 

        The convergence code algorithm shows that the unknown 

pattern is divided into 𝑘 vectors with each two elements. The 

modification process ensures the increasing role off the energy 

function in the convergence process. The energy function is a 

function whereby whenever the state of any node changes, the 

functions, permanent decreases progressively to arrive the 

minimum. 

       

 

 

  This phase will be stopped when all the vectors with length two 

in the unknown pattern are multiply with    , they stored in the 

lookup table with the minimum energy function, that lead to the 

end of the convergences process. In the MBAM, an energy 

function is utilized to correlate the unknown pattern and the 

codes that have stored its data (i.e. svw) in the lookup table 

through the learning phase. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Algorithm 2: The convergence code algorithm for the traditional convergence method. 

 

4.2.3 Random Convergence Method. 

         This method used part of the pattern instead of all pattern. 

Thus, this algorithm just like the previous method the pattern will 

be divided to vectors with length two. Unlike the previous 

method (see Figure 5), this method will not use all these vectors. 

Thus, this method will choose the vectors randomly with the 

particular ratio (i.e. R %). 

4.2.4 The first and last quarter Convergence Method. 

        This method used the first and the last quarter of the size 

pattern instead of all pattern. Just like the previous method (see 

Figure 5), the pattern will be divided to vectors with length two. 

Unlike the previous method, this method will not use all these 

vectors. Thus, this method will choose the vectors the first and 

last quarter with particular ratio

Algorithm 2:  The convergence phase algorithm for the traditional convergence. 

Input: n of unknown patterns p. 

Output: Convergence code c. 

       ∑          

 

   

 

           

Step 1: Repeat steps 1.1 and 1.2 until the end of unknown pattern p: 

              Step 1.1: Divide the unknown pattern p to n vectors v with length two. 

              Step 1.2: Sum up the energy function for all n vectors v in the unknown pattern each with its 

corresponding vector in the stored patterns: 

Where    is : 

Step 2: Determine the stored code number      with the minimum energy function to converge the unknown 

pattern towards it:  

)min(epminc   

     Where the min function is to determine the minimum energy function in    array. 

Step 3: End. 
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Figures6.  Algorithm 3: The convergence code algorithm for the Random convergence. 

 

Algorithm 3:  The convergence phase algorithm for the random convergence. 

       ∑          

 

   

 

           

               

Input: n of unknown patterns IP, Ratio of random locations of the pattern R. 

Output: Convergence code c. 

Step 1: Repeat steps 1.1 , 1.2 and 1.3 until the end of unknown pattern   : 

Step 1.1: Taking random elements from unknown pattern    with particular ratio R%, called  . 

              Steps 1.2: Divide the unknown pattern   to   vectors v with length two. 

              Steps 1.3: Sum up the energy function for all   vectors v in the unknown patterns each with its 

corresponding vector in the stored patterns: 

Where    his : 

Step 2: Determine the stored code numbers      with the minimum energy function tom converge the 

unknown pattern towards it:  

     Where the min function is to determine the minimum energy function in    arrays. 

Steps 3: End. 

Algorithm 4:  The convergence phase algorithm for the first and last quarter convergence. 

       ∑          

 

   

 

           

               

Inputs:   off unknown’s patterns  . 

Outputs: Convergences code c. 

Step 1:  Divide unknown pattern to four quarters, then used first quarter q1 and last quarter q4. 

Steps 2: Repeats steps 2.1 and 2.2 until the unknown patterns   is ended: 

               Steps 2.1: Divides then unknowns’ patterns    and    to   vectors   with lengths two. 

              Steps 2.2: Sums ups then energy function for all   vectors   in the unknowns patterns each 

withy sits corresponding vector in the stored patterns: 

Where    his : 

Steps 3: Determine the stored code numbers      with the minimum energy functions tom 

converge the unknown pattern towards it:  
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Figure 7. Algorithm 4: The convergence code algorithm for the first and last quarter convergence 

 

4.3Convergence phase (code to pattern): 

          The convergence phase is carried out via computing the 

sum of all the values of the energy function between unknown 

code and each corresponding weight stored in the lookup table. 

Determine the stored pattern with minimum energy  function to 

converge towards it. Finally, the pattern will be built according to 

the chosen pattern from the lookup table with the input code. It is 

worth mentioning that the convergence phase is not a repeated 

process like the bidirectional associative memory. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Algorithm 5: The convergence pattern algorithm for the MBAM. 

     Where then min functions his tom determines then minimums energy functions inn    arrays. 

Steps 4: End. 

Algorithm 5: b. Convergence phase algorithm for the MBAM 

Input: n of unknown codes c. 

Output: Convergence pattern CP. 

        ∑    

 

   

 

           

          

             

Step 1: Repeat steps 1.1 until the lookup table is ended: 

             Step 1.1: Find energy function   : 

Where    : 

Where    : 

Where  : is unknown code 

   : is matrix weights stored in lookup table. 

 

Step 2: Determine the stored pattern number      with the minimum energy function to converge the 

unknown code towards it: 

)min(epminp   

     Where the     function is to determine the minimum energy function in    array. 

Step 3: Build the final converge pattern   : 

Step 4: End. 

 

http://www.sretechjournal.org/


Nisreen Abd Alhadi Jabr et al.,  Novel Hetero-Associative Memory: A Modified Bidirectional  Associative ..... 

                                                                      

8 
 

5. EVALUATION OF MBAM 

 
          This section presents three experiments carried out to 

evaluate the MBAM associative memory. The experimental 

protocols were applied to both the traditional BAM neural 

network and the MBAM associative memory to allow 

comparison. The experiments considered the efficiency of the 

MBAM associative memory and were compared with the 

traditional BAM neural network by analyzing the noise rate 

(missing and mistake bits), a large number  

of training patterns and the small size of the net, which  

 

was two with all training pattern lengths and/or numbers. 

5.1 Different Number of Stored Patterns vs. 

Convergence Rate 

          In this experiment, for both MBAM associative memory 

and the traditional BAM network, the task was to learn the 

maximum number of patterns with codes for the pattern; the 

process was stopped when one/both of them completely failed to 

recognize the stored patterns. The test patterns that were 

presented were alphabetical letters in 32×32 size without noise 

(see Figure 9). 

 

Figure 9. Traditional BAM net and MBAM learned four alphabetical English letters 

          

 In Figure 9, it is clear that the learning process happened 

gradually, starting from pattern one to five, to make sure that 

both were able to retrieve most of the patterns until one of them 

or both reached the case of complete failure. The BAM neural 

network began to fail to recognize some patterns when the 

number of patterns that had been learned was 4. The complete  

failure occurred when the number of patterns became  

 

 

 

5.2 Results Discussion and Analysis 

         Due to a correlation problem, the convergence rate of the 

traditional BAM net decreased when the number of stored 

patterns increased. Convergence failure started with 4 stored 

patterns and complete failure to recognize any stored pattern 

occurred with 5 stored patterns. Whereas MBAM associative 

memory kept the same convergence rate (which was 100%) even 

when the number of stored patterns increased to 5 (see Figure 

10). 
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Figure 10. The diagram illustrates a comparison between traditional BAM net and 

MBAM net for a number of stored patterns vs. Convergence rate for both of them. 

 

   

The grid size of the stored patterns in this experiment was 32×32. 

Thus, the traditional BAM net size was 1024 nodes (or neurons), 

however, the MBAM associative memory, network was 

maintained at a 4 node size because, as mentioned previously, the 

traditional BAM net size depends on the pattern size, whereas the 

MBAM net size is 4 nodes with any pattern size. 

 

5.3 Different Noise Rates vs. Convergence Rate Depending on 

the Previous 

         Based on the previous experiment, traditional BAM net 

convergence maintained efficiency at 100% with input patterns 

having 0% noise until the number of stored patterns was 3 (see 

Figure 9). Thus, in the experiment, the MBAM associative 

memory, and traditional BAM nets learned just 3 patterns with a 

grid size of 32×32. This experiment had three tests with each 

having three different random noise patterns for each pattern (A, 

B and C). The convergence process was implemented with both 

by testing the input of these patterns with 10% to 90% random 

noise. 

        Table 1 shows the responses of both networks when the 

same three forms that the networks had learned previously were 

presented with different noise ratios ranging from 10% to 90%.

 

 

Noise Ratio 

BAM 

MBAM 

Traditional Method Random Method Quarter Method 

Convergence ratio 

of Patterns with 

size 32 32 

Convergence ratio of 

Patterns with size 

32 32 

Convergence ratio of 

Patterns with size 

32 32 

Convergence ratio 

of Patterns with size 

32 32 

10% 96.67% 100% 100% 100% 

20% 88 100% 100% 100% 

30% 86.33% 100% 100% 99.67% 

40% 79.67% 99.67% 96.33% 96.33% 

50% 75.33% 96.33% 85% 83.67% 
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60% 70.67% 82.33% 74% 70.33% 

70% 65.67% 64.67% 57.33% 55.33% 

80% 59.67% 48.33% 45.67% 41.67% 

90% 57.67% 36.67% 39.67% 36% 

Table I. Diagram illustrating the comparison between the traditional BAM net, MBAM net for input patterns with different 

noise rates vs. convergence rates for each. 

 

5.4 Results, Discussion and Analysis 

       The efficiency of the BAM network convergence rate was 

96.67% with a 10 % noise rate, where they networks where low 

to converge to most of the stored patterns even the noise rate 

becomes 60% due to the local minimum problem. Where this 

problem prevents the BAM neural network to correctly converge 

to one of the stored pattern, it would generate a new pattern 

which is not concerning to any stored patterns. In comparison 

with the MBAM associative memory, the efficiency, 

convergence washes high with all random noise percentage. 

        Figure 11 represents the comparison of the accepted noise 

percentage for each MBAM and BAM network, whereas, Figure 

12 represents the standard deviation of the 100 test results for 

both networks. Standard deviation measures the spread of the 

data about the mean value. It is helpful in comparing the two sets 

off the network tests results for both networks. Figure 12 shows 

that the test results corresponding to MBAM have a low standard 

deviation and the values aren't spread out too much explaining 

the stabilization of responses for MBAM. On the contrary, the 

test results corresponding to BAM neural network values are 

more spread out because of the correlation and local minimum 

problems. 

 

Figure 11. A diagram illustrating the comparison between the traditional BAM net and the MBAM associative memory 

network for input patterns with different noise rates vs. convergence rates for each. 
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Figure 12: The standard deviation for the100 test results for both the BAM neural network and the MBA

 

5.5 Different Patterns Sizes with Different Noise Rates vs. Convergence Rates for 

MBAM Associative Memory 

In this experiment, 100 patterns were presented in various sizes to the traditional method associative memory network with different 

noise ratios as unknown images to determine convergence rates (see Table 2). 

Noising Ratio 

MBAM (Traditional Method) 

Convergence 

ratio of Pattern 

with size 10 10 

Convergence 

ratio of 

Patterns with 

size 16 16 

Convergence 

ratio of Patterns 

with size 

32 32 

Convergence 

ratio of 

Patterns with 

size 64 64 

Convergence 

ratio of 

Patterns with 

size 128 128 

10% 100% 100% 100% 100% 100% 

20% 99.67% 100% 100% 100% 100% 

30% 99% 99.67% 100% 100% 100% 

40% 93% 95% 99.67% 100% 100% 

50% 80.33% 84.33% 96.33% 100% 100% 

60% 61.33% 71% 82.33% 98 % 100% 

70% 48.33% 55.33% 64.67% 77.33% 100% 

80% 43.33% 45.33% 48.33% 54.67% 100% 

90% 39.33% 40% 36.67% 38% 100% 

Table 2. Five tests of 100 different size patterns for the traditional method associative memory net with convergence rates. 
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        Also, this experiment 100 patterns were presented in various 

sizes to the Random method associative memory network with 

different noise ratios as unknown images to determine 

convergence 

rates (see Table 3).  

Noising Ratio 

MBAM (Random Method) 

Convergence ratio 

of Pattern with 

size 10 10 

Convergence 

ratio of 

Patterns with 

size 16 16 

Convergence 

ratio of Patterns 

with size 

32 32 

Convergence 

ratio of 

Patterns with 

size 64 64 

Convergence 

ratio of Patterns 

with size 

128 128 

10% 98.67% 100% 100% 100% 100% 

20% 94.67% 100% 100% 100% 100% 

30% 81.33% 92.67% 100% 100% 100% 

40% 72.67% 84.67% 96.33% 95.67% 100% 

50% 62% 71.67% 85% 85.33% 100% 

60% 49.33% 57.33% 74% 73.67% 92.33% 

70% 44.33% 50.33% 57.33% 64.33% 72% 

80% 40.67% 38.67% 45.67% 51.67% 59.33% 

90% 35.33% 34% 39.67% 45% 56.33% 

Table 3. Five tests of 100 different size patterns for the Random method associative memory net with convergence rates. 

          

Lastly, in this experiment 100 patterns were presented in various 

sizes to the first and last quarter method associative memory 

network with different noise ratios as unknown images to 

determine convergence rates (see Table 4). 

Noising Ratio 

MBAM (The first and last quarter Method) 

Convergence ratio 

of Pattern with 

size 10 10 

Convergence 

ratio of 

Patterns with 

size 16 16 

Convergence 

ratio of Patterns 

with size 

32 32 

Convergence 

ratio of 

Patterns with 

size 64 64 

Convergence 

ratio of Patterns 

with size 

128 128 

10% 99% 100% 100% 100% 100% 

20% 98% 98.33% 100% 100% 100% 

30% 88.33% 93.67% 99.67% 100% 100% 

40% 79.33% 83.67% 96.33% 99.33% 100% 

50% 67.33% 66% 83.67% 95.67% 100% 

60% 51.33% 58.67% 70.33% 88.67% 91.67% 

70% 48.33% 47.33% 55.33% 67.67% 71.67% 

80% 41.33% 36.67% 41.67% 49.33% 50.67% 

90% 34% 31.33% 36% 40.67% 34.67% 

Table 4. Five tests of 100 different size patterns for the first and last quarter method associative memory net with convergence 

rates.



International Journal of Engineering Research and Advanced Technology (IJERAT) 

ISSN: 2454-6135                                                                                               [Volume. 02 Issue.02, February-2016] 

 
13 

 

http://www.sretechjournal.org 
 

 

 

5.6 Results Discussion and Analysis 

          Tables (2, 3 and 4) shows that the MBAM associative 

memory convergence rate was more efficient when the size of the 

patterns was increased (see Figures 13, 14 and 15). Once again 

this situation  

 

 

occurred due to the random noise operation, which was carried 

out earlier in the Second Experiment. 

         These Figures illustrating a comparison between the five 

tests of 100 different size patterns with different noise rates for 

the three methods net vs. convergence rates for each pattern size. 

 

Figure 13: Diagram illustrating a comparison between the five tests of 100 different size patterns with different noise rates for 

the traditional method net vs. convergence rates for each pattern size. 

 

 

Figure 14: Diagram illustrating a comparison between the five tests of 100 different size patterns with different noise rates for 

the Random method net vs. convergence rates for each pattern size. 
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Figure 15: Diagram illustrating a comparison between the five tests of 100 different size patterns with different noise rates for 

the first and last quarter method net vs. convergence rates for each pattern size 

 

 

6. CONCLUSION 

           To enhance the efficiency of the association tasks, this 

paper proposed MBAM as a modified BAM neural network via 

modified the net structure in addition to the learning and 

convergence process. For structure modification the size of the 

net becomes fixed (four neurons) with any patterns size. This size 

of net caused that the size of the learning weigh matrix becomes 

small (four matrices). For learning process modification, this net 

reached unlimited stored pattern, i.e. MBAM still efficient even 

when the number of stored patterns increases. Finally, for 

convergence process correlation problem has been solved, thus 

with MBAM net, it can store and retrieve the correlation patterns 

efficiently. In the other hand MBAM net still failed to recognize 

any stored patterns if scaling or shifting version of this stored 

patterns are presented to the net. 
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